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We study the limiting behaviour of large systems of two types of Brownian particles

undergoing bisexual branching. Particles of each type generate individuals of both types,
and the respective branching law is asymptotically critical for the two-dimensional system,
while being subcritical for each individual population.

The main result of the paper is that the limiting behaviour of suitably scaled sums and
differences of the two populations is given by a pair of measure and distribution valued
processes which, together, determine the limit behaviours of the individual populations.

Our proofs are based on the martingale problem approach to general state space processes.
The fact that our limit involves both measure and distribution valued processes requires the
development of some new methodologies of independent interest.
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Introduction

In this paper we shall study the limiting behaviour of large systems of two populations of
Brownian particles undergoing bisexual branching. As an example, consider the following
system:

Assume that, at time t = 0, n > 1 particles of two types (type 1 and type 2) are located
in R4 and begin moving as independent Brownian motions. Each particle of type i, i = 1,2,
dies, independently of the others, after an exponential time with mean 1/n. Assume that,
at the time of death, each particle is replaced, on average, by one particle of each type,
with overall probability 1, and, with probability 1, by nothing. The replacement particles, if
there are any, perform independent Brownian motions starting at the point of death of their
parents, and this story of diffusion and (critical) branching continues until, with probability
one, there are no particles left.

Let Z•")(t, -) be the measure valued processes describing the positions of the particles at
time t. That is, let

Z!')(t, A) = Number of particles of type i in A at time t.

Our interest lies in establishing the joint behaviour of the Zi")(t) in the infinite density,
n --, oo, limit.

This problem, in the absence of particle motion, has already been studied by Kurtz [5].
The addition of the particle motion, however, makes the problem considerably more complex,
and rather interesting.

In order to describe a typical result, define the following two, rescaled, processes.

Zx(i-() + Z "(t) Y ")(t) _ Z-()

n n

We shall study the limiting behaviour of X(n) and Y(M) as n --- oo. This, clearly, will tell
us about the limiting behaviour of the Z!). What we shall find is that while X(n) has an
interesting nontrivial limit, y(n) converges to zero. That is, in the infinite density limit the
proportions of particles of each type are identical.

This, naturally, leads one to try to re-rescale the difference y(n), so as to obtain a fluc-
tuation result describing the rate at which balance between the two populations is achieved.
It turns out that this is best done via a third process, defined by

=_-- yQI)(j) + 'ny("ns)ds.

We shall show that WOO has a nice limit, as n -+ 0o, as a (Schwartz) distribution valued
process, and that the convergence is joint with that of X(n).

The main result of the paper, Theorem 3.3, gives the details of this convergence, under
a more general setup than that just described.

Since our study involves both measure and distribution-valued processes we shall, un-
fortunately, need to start with some technical results about weak convergence for measure
cross distribution valued processes. Some of these results should be of independent interest.
This is Section 1 of the paper.
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In Section 2 we begin describing our system in detail, and describe also the previous
result of Kurtz [5] noted above. Section 3 contains the main result of the paper, and Section
4 is devoted to proofs. There is an appendix containing the proof of the existence and
uniqueness of the solution a particular non-linear evolution equation which is used in the
proofs of Section 4.

1 Preliminaries, weak convergence

In this section we give a brief introduction to the martingale problem approach to general
state space process. We start with some notation and definitions. Let E be topological space,
B(E) (- (E)) be the set of bounded (bounded continuous) Borel measurable functions on E.
Denote by S(E) t.',e o-algebra of Borel subsets of E and by P' (E) the set of Borel probability
measures on E. Let A be subset (not necessary linear) of B(E) x B(E).

Definition 1.1 By a solution of the martingale problem for A we mean a measurable stochas-
tic process X with values in E defined on some probability space (f?, ..F, P), such that for each
(1,g) E A the process

(1.1) f (X(t)) - j g (X(s)) ds

is a martingale with respect to the filtration

AX =Ftx a(0ot h (X(u)) du : s < t, h E B(E))

where yx =- (X(s) : s < t).

Note that if X is a right continuous process then .jFX = .tx.

Definition 1.2 When an initial distribution p E P' (E) is specified, we say that a solu-
tion of the martingale problem for A is a solution of the martingale problem for (A, p) if
PX(O)-' = y.

Let {Yt} be a complete filtration. Let Z be the space of progressive (i.e. {Y'tl-progressive)
processes Y such that supt,_o E [IY(t)I] < co. Set

(1.2) IIYII = sup E [IY(t)l].
t>o

We do not distinguish between C and the Banach space of equivalence classes in L, deter-
mined by the norm (1.2). ( X ,-, Y if [IX - Y11 = 0 ). We define the semigroup of operators
,7(s) on Z by

(1.3) (.J(s)Y) (t) = E [Y(t + s) Y',].

Define

(1.4) A = {(Y, Z) E £ x £ : Y(t) - jZ(s) ds is Ft-martingale}.
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.A is called the I'ull generator of J(s).
Let Q(DE[O, oo)) be the a-algebra generated by the simple cylindrical subsets of DE[O, oo);

i.e.

g(DE[0, 0o)) = a ((B,...) 1 (8(E))Om I ti,...,t, E [0, oo), m E A),

where for points tI, t2 ,... ,i, in R+, the projection 7rt,,t . : DE0, 0o) - En" is defined
by

7rt,,t.,,...(x) = (x(tI),x(t2 ),. .. ,x(tn)) , Vx E DE[O, 0o).

When

(1.5) Q(DE[0, O0)) = B(DE[O, oo))

we shall say that E has equivalent Borel and cylindrical a-algebras.
We now give an analogue of the Theorem 4.8.10 151 without the assumption that the

space E is metric. The result will be crucial for our later needs, as our main result will,
ultimately, follow directly by checking that the conditions of this result are satisfied.

Theorem 1.3 Let (E, r) be a completely regular topological space with equivalent Borel and
cylinder a-algebras on DE[0, oo). For each n > 1 let {Y.Ft} be a complete filtration, and
let A C "!(E) x -C (E) and v E 7 (E). Suppose Xn, n = 1,2,..., is a Fn -adapted process
with sample paths in DE[0, 0c), {Xn} is relatively compact, and PXn(O)-' ==*- v, as n -+ 00.
Suppose furthermore that for each (f, h) E A and T > 0, there eZist (4,, P,,) E An, (where
An is defined as at (1.4) but for .7t martingales), such that the following three conditions
hold:

(1.6) sup supE [I4(s)I] < 00,
"n &<T

(1.7) supsupE [I•P(s)J] < co,"n s<T

(1.8) limE [l4.(s) - f (X.(t))J] = limE fII•,(s) - h (Xn(t))I] = 0.
nloo nloo

Then

(a) Each limit point of {Xn} is a solution of the DE[O, o0) martingale problem for (A, v).

(b) If, in addition, we assume that the DE[0, c0) martingale problem for (A, v) has at most
one solution, then Xn ==* X, as n -- oo, where X is the unique solution in DE[O, 00)

of the martingale problem for (A, v).

Proof The proof that each limit point of {Xn} is a solution of the martingale problem for
(A, v) will be analogous to the proof of Theorem 4.8.10 [5].

Let Y be a limit point of {X,,}. Let (f, h) E A and T > 0, and let (G, Wn) satisfy condi-
tions(1.6- 1.8). Letk_>0, 0i t<t2<i...<tkit<t+s<T. Since (t, )E.An, it
follows that

r+1  k1
(1.9) E [(4(t + s) - 4(t) , ,n(u)du)I h,(Xn(ti)) =0,
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for all hi,.. ,hk E B(E), n E N, which implies that

E [ + s) - f(X,(t + a)) - (-nQ) - f(X.(t))) - it .u(U) - h (X(u)) du) J'hi (X.(t,))
i=1

+ E [(f(X.(t + s)) - f(X.(t)) - j, h(X(u)) du Ihi(X.(tI) = 0, Vn.

Taking into account condition (1.8), and that hl,... , hk E B(E), we have that

(1.10) limE hf (X,(t+ )) - f (X(t)) + ( )
- [-f (3_(), du(t))] =0

and hence

(1.11) E [(f (Y(t + s)) - f (Y(t)) - jth (Y(u)) du) fh, (Y(ti))] = 0.

Thus we have that Y is a solution of the martingale problem for (A, v), and part (a) is
proved.

By (a) and (b) we have that the martingale problem for (A, v) has a unique solution.
This means that the finite-dimensional distributions of all limit points of {X•} coincide.
Since the Borel and cylinder a-algebras are equivalent, the finite-dimensional distributions
determine the probability measure on DE[O, oc). By this argument, together with relative
compactness, we get that each subsequence of {X,} contains a further subsequence which
converges to the unique solution of the martingale problem for (A, v). By Theorem 2.3 [2]
we are done. a

In order to apply (b) of Theorem 1.3 we need to know how to determine uniqueness for
solutions of martingale problems for processes with values in arbitrary topological spaces.

Theorem 1.4 Let (E,Tr) be an arbitrary topological space, and let A C B(E) x B(E).
Suppose that for each p E 7P (E) any two solutions X, Y of the martingale problem for
(A, p) have the same one-dimensional distributions; i.e. for each t > 0 ,

(1.12) P {X(t) E r} = P {Y(t) E r}, r E B(E).

Then any two solutions of the martingale problem for (A, p) have the same finite-dimensional
distributions; i.e. (1.12) implies uniqueness on the cylinder a-algebra. If X is a solution of
the martingale problem for (A, p) with respect to the filtration .Ft, then

(1.13) E f (X(s + t)) •.Fs] = E [f (X(s + t)) IX(s)]

for all f E B(E) and s, t >_ 0.

Proof The proof is completely analogous to the proof of Theorem 4.4.2 of [5].

Corollary 1.5 Let (E, r) be a completely regular topological space with equivalent Borel and
cylinder u-algebras on DE[O, co). Let A E B(E) x B(E). Suppose that for each p E P (E)
any two solutions X, Y of the martingale problem for (A, p) with sample paths in DE[0, co)
satisfy (1.12) for each t > 0. Then, for each p E 'P (E), any two solutions of the martingale
problem for (A, p) with sample paths in DE[O, oo) have the same distributions on Ds[O, oo).
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Proof The fact that X and Y have the same finite-dimensional distributions is a part of
Theorem 1.4. Since the Borel and cylinder a-algebras are equivalent the finite-dimensional
distributions of X and Y determine their distributions on DE[O, oo), and we are done. g

Let MF(R') denote the space of finite measures on (RW, B(Rd)) endowed with the topology
of weak convergence. For P E MF(Rd) and f E ?(R%), let

(L14) (f --- Jffdp.(1.14)UP-Idu

Denote by S(R/) the (Schwartz) space of rapidly decreasing functions on Rd, and by
Sj'Rd) the topological dual of S(Rd), the space of tempered distributions. We endow SIRd)
with the strong topology.

For reasons that will become clear later we now need to study stochastic processes taking
values in MF(Rd) x SIR'). For simplicity denote MF(Rd) x S'(Rd) by MF x S'. Recall that
in the theory of weak convergence of processes in DE[0, oo), where E is complete separable
metric space, the basic equivalence (1.5) between the Bore] and cylindrical a-algebras is of
crucial importance. It is not, however, clear that it carries over to the case of E = MF x S',
which is what we shall require. The general problem of determining which spaces E do possess
equivalent Borel and cylindrical a-algebras has been studied in some detail by Jakubowski [7].
Following his techniques, we shall establish

Theorem 1.6 The space DMxs,[O, oo) has equivalent Borel and cylinder a-algebras.

Before the proof of this Theorem we note the following lemma from [7].

Lemma 1.7 (i) Suppose that the completely regular topological space (E, r) has the fol-
lowing two properties:

(1) Compact subsets of E are metrizable.

(2) There exists a sequence of {K,,} of compact subsets of E such that for every
x E DE[0, 1J one can find &,, containing the set i = {x(t)It E [0, 11}.

Then

(1.15) Q(DE[O, 1]) = B(DE[O, 1]).

(ii) If a completely regular linear topological space E satisfies (1.15) it also satisfies (1.5).

Proof of Theorem 1.6 First let us prove that MF 5'x generates equivalent Borel and
cylinder a-algebras for DMFxs,[O, 1].

We know that MF is a separable metric space, hence it is homeomorphic to a subset of R'.
The space R has the properties (1) and (2) from Lemma 1.7, and by Proposition 5.3 [7] S' also
satisfies these conditions. Hence by Corollary 2.8 17] R- x S' has the property (1.15) and
by Theorem 2.1 [7] A x S' also has this property for each subset A of R-. By Jakubowski's
Theorem 1.3 the topology on Dg[O, 1] depends only on the topology r on E, consequently
the property (1.15) is preserved under homeomorphism. Thus, by a homeomorphism of MF
to some subset of Rm, we have that (1.15) is satisfied by MF x S' and hence by part (ii) of
Lemma 1.7 DMJ.S,[O, oo) has equivalent Borel and cylinder a-algebras, as required. I

We need some additional properties of the space MF x S'.
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Lemma 1.8 (i)

B(MF x S') = B(MF) x B(S').

(ii) Let N, C Z!(MF) and N2 C V(S') be separating for P (MF) and P (S') respectively.
Then

N = {flf2: fi E N1 u 1, f2 E N2 U 1}

is separating for 'P (MF x S').

Proof (i) It is sufficient to show that

(1.16) B(MF x S') C B(MF) x B(S').

Let A be a Borel subset of MF x S. By Proposition 5.3 [7] we have that

(1.17) A= U An(MFx Kn),
nCEAr

where Kn are compact in S' and metrizable. Each compact metric space is separable, and
MF is a separable metric space, hence by [2], p.225 we have that

(1.18) B (MF x K,) = B(MF) x B (K.), Vn.

From the definition of the relative topology in MF x K3 we have

(1.19) B (MF X Kn) o(B l (MF x K 3 ), B E T)

S{B l (MF x K), B E B(MF x S')},

where r is the topology on MF x S', and the last equality follows by [3], Theorem 10.1. By

choice, A E B(MF x S'), and so

A n (MF x K.) E B (MF x K,).

Thus, by (1.18),

A n (MF x K.) E B(MF) x B (K,). Accesion For

By the same arguments as in (1.19) we get NTIS CRA&I
OTIC TAB 0

B (K,) = (B n K,,, B E B(S')}, Unannouncedi 0
Justificatico;

so that
By

B (K3 ) c B(S'), Vn, Distributior, I

and Availdbility Codes
Avail and/or

A n (Mp x K.) E B(MF) x B(S,), Vn. Dist Spvcalo
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By (1.17) we obtain

A E B(MF) x B(S'),

and we are done.
(ii) The proof of this part is completely analogous to that of Proposition 3.4.6 [5]. 1

Let CI(Rd) denote the set of continuous functions with limit at infinity. In general, if F
is a set of functions on R", write F+ for {f E F : infRd f(z) > 0}.

Corollary 1.9 The set of functions

{F E r(MF x S'): F11 , 2 (PI,,pz) E exp{(fl,pI) + i (h,/2)11,

where fi E Cz(Rl)+, and f2 E S(Rd), is separating on P (MF x S').

Proof By [4], Theorem 3.2.6, the set of functions {exp {(f, .)}, f E C1(R')+} is separating
on P (MF). By [6], Theorem 3.2, the probability law of X, where X is a random distribution,
is uniquely determined by the characteristic functional

Cx(f) = E[exp{i(f,X)}], f E S(Rd),

and hence the set of functions exp {i (f2, -)} is separating on P (S'). The result then follows
by Lemma 1.8, in spite of the fact that 1 V {exp{(f,-)}, f E C1(Rd)+}, since there exists
{fj E C,(Rd)+, such that

(1.20) bp-lim exp{(f,.)} = 1.

2 Bisexual branching without diffusion
In this section we shall, briefly, describe some results of Kurtz [51, which correspond to a
generalization of the bisexual branching system described in the Introduction, but for which
the "particles" perform no motion. In the following section we shall extend this model to
the one of interest to us, but it is worthwhile, at this stage, to look at the simpler case.

Kurtz [5] considered a system made up of two types of particles. Each particle lives for
an exponentially distributed lifetime with parameter A, or A2, depending on its type. If a
type 1 particle dies it gives rise to offspring of types 1 and 2 with the number of offspring
distributed as (71,72). Similarly, if a type 2 particle dies, it gives rise to offspring of both
types distributed as (01, 02). Assume that E [-,i3J < oo, E [Oil] < oo, i = 1,2. Define

rnjj =- E [-fi], m2i =- E [Oil , j -- 1,2.

Let Z, be the number of type j particles alive at time t, and set

(2.1) Z(t) = (ZA(t), Z2(t)), t > 0.
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Then Z is is a two-type Markov branching process. We shall assume that the process
is critical and mi > 0 for all i,j = 1,2. This implies that there exist vectors (vI, V2 ) and
(6i, ý2) and a real number q > 0 satisfying

(22)A(MI- ) AIM 12  V, 0,A,2M21 A,2(M22 - 1) )(V2
(2.3) ( MA I - 1) A2(m2 2 1 ') /

,•2M21 A2(M22- 1) ) ( -n

Taking vI, V2 > 0 and f, and f2 will have opposite signs. Kurtz considers a sequence of
processes {(Z,("), Z2(')} with initial population sizes (Z1")(0), Z2n)(0)) = ([nzi], [nz 2]), where
(zI, z2) are fixed. Set

(2.4) X(n)(t) = -vZ~n(nt) + v2 ,Z2((nt)
n

(2.5) Y(I")(t) -- t) = (M ) -+- _ _ _(nt)

n

Then both X(")(t) and Y(n)(t) exp {nt7t} are martingales [1]. We are interested in the limiting
behaviour of X(")(t) and Y(N)(t) as n -- oo. As might be expected from the fact that
Y(n)(t) exp{n?7t} is a martingale, Y(N)(t) converges to zero as n -- oo, and so

Z,¶")(nt) k: 2X(n)(t) and Z ;k;(nt) ý,X(n)(t)

Thus we have the rather surprising result that the limiting behaviour of X(") gives the
limiting behaviour of both Zn (nt)/n and Z2 n(nt)/n for t > 0.

The limiting behaviour of y(n) is somewhat more delicate, and is best described in terms
of a new process W ) defined by

-= y()(t) + J-toq y()(s) ds.

To state Kurtz's main theorem we require the random variables

-, =_Vi(-y -1I) +v2-y2 , -y - ('vY -1) +4•2"2,

(2.6) ,•, - •10 + V2(02 i2 1), ,C -O + C2(02 - )

and the parameters a,! = E['-• j] and a,? = E[ýMj]. Then Kurtz [8] proved

Theorem 2.1 (a) The sequence {(X(Q), W(4)} converges in distribution to a R2-valued
diffusion (X, W) with generator

(2.7) Af(x, w) = • (auf..(x, w) + 2ai 2f,.,(Z, w) + a22f,(X, w))
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where aIj = ( 1\ 2al - AIa 3 II'i6 - I '2 ),

(b) For each T > 0,

sup lY(n)(t) - Y(n)(0)exp{-nqlt}l -+ 0, in probability, as n --+ oo.
t<T

Consequently, for 0 < ti < t2 , it follows that fi, nqY(')(s) ds converges in distribution to
W(t 2 ) - W(ti) as n --* oo.

Our aim now is to add diffusion into the above model, and obtain a version of Theorem
2.1 incorporating the spatial motion.

3 Bisexual branching with diffusion

We start with a "typical" situation. Assume that at time t = 0 we have a number of particles
of types 1 and 2 scattered throughout Rd, which begin diffusing as independent Brownian
motions with generators !A. Each particle of type i, i = 1,2, dies, independently of the
others, after an exponential time with parameter Ai. Let P', be the probability that at death
a particle of type i produces k offspring of type l and I offspring of type 2. For Borel A C Rd,

set

Z1(t, A) = Number of particles of type i in the set A at time t.

Then Z,(t) E MF for all t > 0. Consider the vector measure-valued process

Z(t) =(Z(t),Z2(t)),

adapted to the filtration

c t~(2s: s •t).

We write

(3.1) IZ,(t)l = Z,(t, Rd), i = 1,2,

to denote the total mass processes, essentially equivalent to the population processes dis-
cussed in the previous section.

Take now a sequence Z(')(t) = (Z}n)(t), ZAn)(t)) of such processes with death inten-siisAn , \() (n) 23(n) a
sities • )4R), • and offspring distributions pk1 I n) adapted to the filtrations Y =

or (D("(s) : 8 )Le 7{1, 2(' have joint distribution an"Jk() •n)

L)heotir tion , and ( 2, ))T have joint distribution
(n) Set
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Let 1 ( 4)T, ( 2J) •(n))T denote eigenvectors corresponding to the eigenvalues "

-1/('t) of the matrix A", where

(3 .2 ) P )= k( n) M (- %) " (-)( " ) 1 ) )
"•2 "21 A2 (22 -

Then we make the following regularity assumptions:

(3.3) 0 < m(ý)<1, Vn, 0 <m -i limMý) < 1, i~j 1,2,
S)oo 'o

A•)> ,(n* liM")

(3.4) ,4")> 0, i 1,2, Vn, either limL2-- or lim-',- exists, imA" =0, i= 1, 2,
nt~oon) nl n) nlooM ~ ~ o (n M•)n)M~)

(3.5) lim[(m•) 1)it m22 i) 1 2 in2 1 (0,
"Tboo

Id )•(" ( •()1 ' (M(n) Ml• (n)M(n)')
(3.6) lim < ((, t) , ) (,,,2 - .) - ,,m1 P 00,

nloo XAn) (1 _ M~7n)) + XAn) (1 -M~n))"I 111 '- 2 •, ' 22

(3.7) sup E (n3<00, supE £ ( )3] < 00,

(3.8) sup"I< ,00, i=1,2.

n n

Simple but tedious calculations show that

,X~),\n) n) 1)(M~) _1) (n)M(n)()() - 2( ((mt)- 1)(mn)- I) - in 1 2 in 21 /
(3.9) 7 An)(1 _ M") " ++o(1)

(3.10) \(n = (1 - ml;) + )f)(1 - mn)) + o(17()).

Set

(3.11) 17, -- lim,71)
igloo

Under conditions (3.3) - (3.6) we obtain that ji7i < oo.
Despite the heavy notation above, things are are not as difficult as they seem. For

example, if we return to the example of the Introduction, then we have A(", - 2(-)

and m•} - 1/2, ij = 1,2. It then follows that i7(n) = 0, ,(n) = n and we can take

.) n) =vui) = 1, and fn)= _1, f(n) = I1for in > 0.
The following technical lemma follows via straightforward algebra.
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Lemma 3.1 Under conditions (3.3) - (3.6) there exists a finite N > 1 and eigenvectors
(j-), ,v4,,)), (•,l), •,) such that

(3.12) inf vn) > 0,
n>N

(3.13) 4()<0, ý > 0, V n > N, lim 1isn)I < 00,

(3.14) ,lim LVr ( v" ] > 0.

Remark 3.2 Without loss of generality we shall, henceforth, assume that N = 1 in (3.12).

As in the case of Kurtz's simpler model, we need to define a few more additional random
variables and coefficients before we can state our main result:

"in (n)./.(n) + (1 ) (n) - -- i,'n -/j 1) + 72 12

-n (n)V( + L4)(O4?) - 1), " - ).(' + C(n)(() 1).1 .V,)(. 1(. 2(). 2 1 2)

a {n) 1ý 1 2 a ij -- 2 t1 atj( j n / -_ ( )--- a

(3.16) a1 2 -)2 u1 )

a!{() E [iT,ý], a ?fn =- E [•i~]i, j = 1, 2.
(n)

Assume that lima!.' < oo exists (this is not a strong restriction given the results of the

previous lemma and assumptions (3.3) - (3.8)) and define

(3.17) aij = lima!V.

We are finally in a position to define the three measure valued processes that interest us.
(Note that the second two of these are signed measures, or distributions.)

x(-)(t) =-&I I) +

n(3.18) y(-)(t) CI +

W()(t) = y(n)(t) + to(n)y(-)(s)ds

In general, let V(A) denote the domain of an operator A. Here is the main result of this
paper:
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Theorem 3.3 Let {(X(n)(0), W(n)(0))} have a limiting distribution v E P(MF X S), and
assume that {IXP-)(O)I2} is uniformly integrable. Suppose that (3.3) - (3.8) hold and
that limn,... a(7) exists a,&d is finite. Then (X(n), W(n)) ==€ (X,1), where (X,W) E

CMFXS,[0,oo) is the unique solution in DMjXS,[O, oo) of the following martingale problem
for (A, v):

A= { exp {- (gipi)+ i(g 2 ,p 2 )},

(3.19) exp{- (g:,p,) + i (g2 ,A 2)} (2 (-Ag1 - 21iig, + a11 g2 - 2ia 12g9g 2 - a22g2) A,)

gi EV (!A)+, g92 E S(R d)},

where aij and Y7 are as in (3.17) and (3.11) and V(!A)+ =D(A) nl Ci(Rd)+.
Furthermore, for each T > 0 and 92 E S(Rd),

(3.20) sup (g2,y(")(t))- H g2 ,Y(n)(O))exp{-,(n")t} -- 0, in probability,
t<_T ep-7

as n --+ oo.

The rest of this paper is devoted to the proof of above theorem. The proof will rely on
checking the conditions of Theorem 1.3.

4 Proofs

There are a number of steps involved in applying Theorem 1.3 in order to prove Theo-
rem 3.3. The first of these lies in finding the approximations ý,, and (,, to f(X(n), W("))

and h(X(n), W(n)), where (f, h) E A. We do this in the following subsection, denoting the
approximations, in Lemma 4.1, by f(n) and h(n).

Section 4.2 contains a sequence of preparatory lemmas that ultimately show that (X(n), W(n))
satisfies a compact containment condition, required in Section 4.3, for showing that (X(n), W(n))
is relatively compact in DMXs,[O, oo), a necessary requirement of Theorem 1.3.

The final requirement of Theorem 1.3, that the martingale problem (A, v) have a unique
solution, is established in Section 4.5. This proof, itself, relies on a uniqueness result for a
particular non-linear evolution equation, whose proof is relegated to an Appendix.

In Section 4.4 we show that the limit process, which, according to Theorem 3.3 and the
previous steps is in DMXs, [0, oo), is actually continuous, and that (3.20) holds.

4.1 The martingale approximation

We need some simple notation which will be used later. If for sequence of random variables

{f,,) there exists a constant C > 0, independent of n, and another sequence {1,J such that

(4.1) Iý,,I < C I¢,,, Vn

we shall write that ý, = 0 (0,/). Denote by o(1) a sequence of uniformly bounded random

variables which converges to zero as n - oo.

12



Define L by:

(4.2) L f fEC'(R+ xR): li_.m (xw =O, Vk, n,mŽ_O .

For simplicity we shall denote by f.,, f. , f., , f,., f=, the first and second order partial
derivatives 

of f E L.

For each f E L, g9 E V(Rd)+ ( where ?(Rd) is the set of bounded continuous functions
on Rd ), and 92 E S(Rd) define

(4.3) Gy, g,, n : MF x S'- R

by

(4.4) G (,,,p,(lp, p2) = f ((ghpl) , (92,P2)), V(PI , P2) E MF X S'.

Furthermore, define the operator Ai E *.(MF x S') x ?J(MF x S') with domain

(4.5) V(Aj) = Gi, 91,92 :f E L, gi E V ('A)+, 92 E S(Rd)}

by

(4.6) AGj, 91,, 2 =2(p,,p 2) = f.((g,,p,),(92,p2))(rhgp,)

+f . ((g1, pI) , (g2, P2)) (an (g9)2 ,/A)

"+ f.. ((g1, PI), (g2, P2)) (a12g9192, P)

"+ 1f. ((91, PI), (g2,1p2)) (a 22 (g9) 2 ,pI)

+f. ((g,, ,) , (g,, p2)) (½Agi, p,),

where the a81 are defined by (3.17).

Lemma 4.1 For all GC,e,g, E D(A 1 ) there exists (f,,, h,,) E An, such that:

hn(t) =AG,,,, 2(X(n),W~n)) + 0 (n- X(n)(t)I) + o ((q2n)f' IX(nktI2)

+0 ((72(n) IX(")(t)1) + 00)1

13



Proof Set

To find M-)1 so that (f(n) S)) E An~, we calculate lim(rn C' [("( +- 1) E !()t)t and
obtain

(4.7) hS'4(i) 2 (Fn) (( 9,, X(n) (t)) (.92, W(")(0))

+\(n)E ~~ X((g )(t)) + ~ili 92a, W(n)(t)) + j2392)

+ 4~E~f ((gfl~) t)I (g2 (n)(t))) + !ki ,(gn) (t))+9)

+I 2(n ((g,, X (n)(t)),(2 W(n)(t)))(~) 2 ~))

(4.8) A(n)xw() = (54)

E,ýn~f +2f,,,(x,)(t) -91'92,(n) t) +d9

nn

f.~ ~ fM (z, 2 92) n

(!f L(z ) ) 2 d
n =1

14d



+f, (-, W)G

(n)

n

+f (X, W) La 9 2(-).

Expanding f in a Taylor series about ((91, X(')(t)), (92, W(n)(i))), we have

(4-0 [in(t (IF (") 1, X(n )),(2 ()(t))£

+ fv ((g, X(n)(t)), (g2,W(n) (f))) E %j']g,

+f.~ ((911 X(n)(t)), (92, W(n) (t))) E [in~)] 92~

1 (gi,,X(n)(t)), 2 W(n)()E [Cin 2 9)2

+ -f. ((M x)(),(2w(())) E 'i 9192] , I~~)
n

F() ((lfXt) (t ~ )t

+f.A ((911 x(n)(i)), (92, w()))E 2~' 92

1i ((gi, X(n)(t)), (g2, W(n)(t))) E [(ý24') 2] (g2)2

+ !fgq ((911 x(())Q)), (g2, W(n)(t))) £,2n)2 y~4] i 2 ]n~ )(t)) +n' I~)tj

15



The error is O(n1IjX(n)(t)I), since n1IjZj(")(t)I is bounded by a constant times IX(n)(t)I.
Recalling that

(41)Z(")(t) = f2l)Xy'.)(t) - '()()t

(4.13) 2n t VI Cn n,
"V2 e2i £ -___I

wese4b. (.1)3ha

+ f (9,X~)t),(2, WX)())n)fl

V1  2"

+ fm., (~,(n)n(i)), 92, WQ4i))) i4n (gi)

(4.14)2f~ ( (91Ej~~,, (-)(t)),(" (g ýn2, Z2)()) IA172

+ (nFu,'(n ((9, X(n)(t)) (g2, W(n)(t))) _~ ý(g)2 ()2  , XQI )(t) ) + o (n)1x (t))
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where
A(-) (n) fn) .(n) (,n) 2(n)

(4.16) b ) = -- I ) R ) + vs j! a, ij
n , ( ' -(y,"2 2 (1

and , aiP are defined in (3.16). Note that, by 3.8 and Lemma 3.1, the b(ý) are uniformly
bounded in n. Finally, by (4.8) and (4.9), we obtain

(4.17)h(n')(t) - 21( ((g{, X(")(t)), (92, W(n)(t))) Ag1

+ 2f., ((gl,,xf)(t)), ( 2, W(,)(t))) o,(•)g1

+ f: ((g,, x,-,(t)), (92, w,-,(,)))) ,( ()2

+ f.. ((g,,x(,)(,)) ,,(92 ,>W( ))())) all ,,,,

+ f.(<,,, x(-,(,)(t,),(g2 ,W(n)(t))) (n,)2
+ f:.. (<,, M,,( 92 ,, ) a22,( 92)b',,

+ f. ((g<, X(,)(t)), (g,, W(n),(t))) ',oxg2
+ wv(gi,X(n)(t)),g 2 W(n)(t)))n) (gl~)2 ,()t)+0(~I()tI

By (4.17) it is easy to see that

(4.18) I&"')(t) = o (IX(")(t)O).
Set

( ")(z, ,w)(.) - ½ (f. ,(z, ,,,)A g2(.) + f ,,(. , ,) ( (n g ())2

+ 2fx. (z, w) ý7'2g&)g2(.) + f,,,. (T, w) bý2)g2 (.)),

and

(4.19) fn)(t) = j(n)(t) + ((,4u)- j-, (<72,x,-t), (92, w() Y0), )).

To find Ia(4(t) so that (fQ"), h('4) E A,, we calculate linm4 ..o0 -I ELf(")(t + e)- f(")(t)I'•"]
and obtain

(4.20) h("-,t) = j,(U)+0 ((H,)-l Y(,c)()+o((,()-lx-,))

-j) <,-, X(,,),-,t,)), (g2, w,-(,)t)), y,(,)>.t)

17



Combining terms we obtain the desired result.

Conditions (1.6)- (1.8) now follow immediately from the following bound.

Lemnma 4.2 E[SUPt<T IX(n)(t)12] is uniformly bounded in n for each T > 0.

Proof From (4.7) we have that, for all e > 0,

(4.21) MM'(t) =- exp (_,e JX(n) (t)121

I- ,t (A)Ej/ [exp {--E (x{") (S)I + 1-)21 exp {-• IX(n) (s)121}] Z,()(s)

+ (}A(n)E, [exp {-c (IX(")(s)j + _i)}. exp {_E IX(,) (s)12}] ,(Z2")(s)) ds

is a martingale. Hence

-E [foJ (A4t)E12 [exp {-. (Jxn) (s)I+ - exp {-I _XC) (s)[2}], (

+ [ e xp {-C Ix(,) (0)12 }

[1E _ -e~p { _,E (I ( x (, 18 + 2 _ IX( _) (8)12) ] ,Z n)(a))

.X~n) I+ ý,n) 18J~ )()2 (),



+ E ji A"P exp{E1(n) (8)1 [(1x() (311)I+ -l()()]

+ A110 exp {7 xf (I ~ Eii. Ixw~ 000) 2

+ 2~-4 ~ ~ . Iz~s1)0s

(4.22 IX) E ) 152x1 t12ep{Ejx~ t1

t EIX(_ ) (,0)121 + ccj E- 1()2(I

CE lie exE 15x (~t()8I } n xf)s)2

A(4"2 ) E4.. lx(ý_ 1t12ex {n1)w (Sjf
1)21~ xw ()2 +ci exp. (3A)11 l~w 01

+ 2c'?V'- 1jn EXn &Iex {- X" .l I()()2

ny (4.23 and the~W ineq alit weo ofbtaint er

(4.24) E [c IX(n) (01 ex t-( IX(n)~

< (E [IX(R) (0)11 + CtX, JO ()}E Ux(n) (S)I ex {is~ t
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Dividing by e and letting t 1 0 gives

(4.2) E [x•() (t)12]i (E [Ix(-) (0)1'1 + C ,texp {q4-)t}E [Ix(-) (0)11) exp {2j(,•)t}.

That is, E[IX(-)(t)I] is uniformly bounded in n. Once again using the martingale properties of
IX(")(t)I, we obtain, by Doob's inequality, that E[sup_<T IX(")(t)1 21 is also uniformly bounded in
n for each T > 0. U

4.2 Compact containment

Definition 4.3 Let (E, r) be a completely regular topological space with metrizable compacts. Sup-
pose that Xi, n = 1,2,..., is a Y•j-adapted process with sample paths in DE[0,oo). We say that
the compact containment condition holds for {X(1)}, if, for every c > 0 and T > 0, there exists a
compact set r, T C E for which

inf PfX(n)(t) E r,.T for all 0:<t_t<_T}> :1- C.

In the following lemmas we shall denote =I (8g)2 by (8g)2.

Lemma 4.4 E[(g2 , W(,)(t)) 2] is bounded uniformly in n for each 92 E S(Rd).

Proof It is easy to see that for each ( > 0

exp {-e (I,112 + (92,,2)2)} E D(Aj).

From (4.7) we obtain that

M',>- =p {- -C (IX() )12 + (2, W >')(t))2)}

(4.26)
- ot (texp {I_ (Ix(_) ()I2 + (g2,,W(_)(8))2)}

(2c(.92, W(n)(s)) 1 ) a2  (8)2 - (22, W(t)(s$)) -) A92]1
+ ,"Ej [eX {- ((I _ ,E.( + j) 2 + ((g2 ,,W(n)()) + 2-n)2) }
- exp {- (IX(_) (s)12 + (g2, W(_)(t))2) }j Z('S))

+ (eexp I-_ (Ix()(8)12 + (92, WQ_(3)))}

[(2-E(2, W()(S)) 1) (,2 292) (92, W(")(8)) A 2]
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+IjE ý_ [eX p { C ((IX(n) ( $)J+)I + 2  + ) 2 )

- exp {.f (IXQ')(.9)12 + (g2,WQ.)(i)) 2)}1] ,Z2(_)(a))

-2c(92, W(n)(8)) exp I{-E X(Ix) (a) 12 + (92, W(R)(S)) 2) }v4ý)(g 2, Y(n)(S)) d

is a martingale. By simple calculations (as in the previous lemma) we obtain that

E [C(g 2 1 W((t))2 eXp{£ (1Xft(t)12 + (92, W(.)())2) }]

(E X[o (Ix ) 12)] + e£ E [0 (X~n) (3)12)] ds + cjtE [0 (jX(n) (s)J)] d

+IjtE [cexp f{_C (1X(n) (S)12 + (g2, W(.)(S)) 2) I}(g2' W('I)(S)) 2
2 1 ]td

eBn(t) + 121jtE If exp {-C (lx(n) (.9)12 + (92, W(n)(.5)) 2) 1(92, W(n)(S))2 ] ds,

where the B,(t) >_ 0 are bounded uniformly in n. (This follows from the uniform boundedness
of Efsup,<, JX(n)(s)12]). Hence there exists a function B such that B(t) I- B,(t) for each n. By
Gronwall's inequality we obtain

[(,W(,,)(t))2exp {-e (IX(,) (t)12 + W(,WQ,)(t)) 2)}] - Bn(t),eXp {(,}, > 0.

Letting £ 1 0 we find, by monotone convergence,

(4.27) E [(gw(n)(t))2 ] < Br(t)exP{½t} < B(2)exP{2t},

so that E[(92, W(la)(t)) 2] is uniformly bounded in n.

Lemma 4.5

(4.28) (92, 2 lo(t)- j ('4 2 1 Y(n) (s)) do

is a martingale for each n and 92 E S(Rd).

Proof Note that exp{-c Ip1i} sin( (92,P2)) E D(AI). Define a martingale M'(3)(t) as in the
previous cases :

M.3)(t) = eXp (-c IX(-) (1)1) sin (E(g2, ,W(,)))
(4.29)

e f (" JX{-1X" a(S•I} (COS ('(92 , W, )(>)))--)A2
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s0( Sin (t) (9 2 , W(S))) ( 0) 2 ) )

+(ex + 1_, JX (s)I} (Cos ((9 2 ,)W()(s))) n Ag2

- sin (E( 2, W()(,))) ( ) (•,092)2) ,Z2"-,t

+ (A~n)Ej_ [eXp (_f (IX(n) (S)I + n Isin (f(92,w(n)(s)) + ~2

exp 1-, IX() (a)j IISin (E(92, W(n)(s)))] ( d

+ (n)~~.[eP{((x()sI + sin)5~ (E(92 ,W s) + ý2 9 2)

- exp {-> JX(n) (S)d} Sin (,(2, W(n)(rm))) Z2undon(

Le t(+ fexp {-( IX(n) (S)I } COS (f( 2, W (n)()S))) 
w2nf 

)(,2, y ( ic (s)) ds

(4.30) M(3 )(t) = lim arti

9(2, W (n(t)) ) n I(r each g2 z $(s ) .

+ (El-[[222
+ \n '?ý( 2~ y(I4(.) d

-(g2 W(n)Qt)) - 110 (Ag2, Y(")(1)) da,

where the last equality folloS by definition of y(n)* The above limit exists almost surely. On the
other hand, it is easy to see from (4.29) that

- - 1( 3 W'(t)) l iX(") (91J ,W().) + C2J~ (9jd's

where C1 > 0 and C2 > 0 do not depend on e. From the uniform boundedness of E[IX(n)(t)121 and
E[(#2, W(n)(t)) 2]1, we obtain the Uniform integrability of JMP(3(t)/dj, Which means that convergence
is in LI. Consequently M(-)(t) is a martingale.

Lemmna 4.6 E[supg<T (32' W(n4(t)) 2 ) is bounded uniformly in n for easch g2 E S(R~d).
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Proof From the previous lemma we have that

(9 2, W('4(t)) M(3)(t) + ~ A 2 Y~ a)ds.

Then

E [SUP( 9 2 ,] [sup(M(3)(t)+ (

< 2E 2 ,(3)(T))] + 22 t ( (Ag2 ,y(()( s)ds))d

2 8E U [(M(3)(T)) 2] + lgI t2 C I(")2 Y(_))

where C is the constant such that

t<~ + i'2E~ Ix N~ 012,2

Finally we obtain that
£ ,T[sup(/'W{")(t')2] < 16E [(M2(W3 ")(T))2] + IIAg 211 2 T2 CE sup X(n) (t)12]

From Lemmas 4.2 and 4.4 we obtain uniform in n boundedness of E[supt<T (92, W('•)(i)) 2].

U

Lemmat 4.7 For each gi E D(½A)+, 92 e S(Rd), the processes (91,Xfr)(t)), (g2,W(")(t)) and
((i,X(n)(t)), (92, W(Th)(t))) satisfy the ompact containment condition.

Proof The proof is immediate by the uniform boundedness of

E£[S 2 [W(")))2]: 16E, £ II 1 Cun)()2 ] 2

and Chebyshev's inequality in the case of the processes (gi,X(")(t)), (92, W(n)(t))• In the case of

the process ((91,X(")(t)), (92, W{)(t))) the result follows from the fact that the product of two
compact sets is compact in the product space.
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4.3 Relative compactness

We now check the relative compactness of {(X(n), W(n))}. En passant, we shall show that X '()

converges weakly to super-Brownian motion; i.e. the process with values in MF which is the unique
solution of the martingale problem for A* with

A*= {exp{ f (gl,/)}, exp{- (g )} (-Ihgi + Ia, I(gl) 2 
-_ glp :E W +

Recall that D(IA)+ D(IA) n Cd(Rd)+.

Lemma 4.8 The following sequences of processes are tight for each g1 E VD('A)+, g2 E S(Rd):

1) 1{((gl, X(n)(t)), (g2,W(n)(t))) in DR2O [0 0),

2) {(g,,X(n)(t))}, 1(g 2 ,W(u)(t))} in DR[O, oo),

3) {(giX(n)(t)) + (92,W(n)(t))} in DR[o, 00).

Proof 2 and 3 are simple corollaries of 1, which we now prove. By Lemma 4.1 we obtain that,
for all Gi,,,,_2 E D(A1 ), we can choose the processes f(n) and h(n), (f(n), h(n)) E An such that

lime Esup J•f(n)(t) - f((g 1 ,X(.)(t)), (g2,w(n)(t)))Il = lim £sup0 (( n))-' IX()(t)I)]
nloo Lt<T ,joo Lt<T

= 0.

The last line follows from the uniform boundedness of E[supt<T jX(n)(t)j]. Furthermore,

supE [sup h (n)(t)] _5 supE [sup Alf (<gi, x(n) (t), g2, W(n) (t))l
n Lt<T 1] n tt<TI

+ supE FpO0 (n-1 I x('a) (t)I)]
+supE [sup0 ((0 Iy- X(n)(t)I)]

+supE [supO (( )-Z IX(n)(t)2)] + sup o(1)

< 00,

where the final line follows from the uniform boundedness of E[supt<T IX(n)(t)121, and the bound-
edness of functions in the range of the operator A,. Since this holds for each choice of g1, 92, and
by Lemma 4.7 we have compact containment, applying Theorems 3.9.1, 3.9.4 [5] now completes the
proof.

Lemma 4.8 and Mitoma's theorem [10] immediately yield

Lemma 4.9 {W(n)} is a tight sequence of processes in Ds,[O,oo).

Lemma 4.10 {X(I)} converges weakly to super-Brownian motion.
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Proof We can take g2 = 0 and thus obtain A C "7(MF) x "•(MF), where A C Al is defined as
follows:

D(A) = linear span of {exp{--(gi1)}, gi ED(2 )}

Aexp{-(g1 ,,s)} = exp{-(gi,Ij)-j ( -gi--aii(gi)2- !Agiqt).

By Theorem 2.4 [14] and results of Perkins [121 the closure of A generates a strongly continuous
contraction semigroup on C(MF) (with corresponding super-Brownian motion X) and D(A) is a
core for X. By Theorem 3.2.6 [4] the set of functions {exp {- (gl,pu)}} strongly separates points in
MF. Thus, all the assumptions of Theorem 4.8.2 [5] are satisfied and we are done.

Lemma 4.11 {(X("), W(-))} is a relatively compact sequence of processes.

Proof We check the conditions of Theorem 4.6 [7] (Jakubowski's tightness criterion). {X(")}
and {W(")} are tight. This implies that the compact containment condition holds for each of these
processes and by the same arguments as in Lemma 4.7 it holds for the pair {(X(n), W(n))}. Define
the family of functions F : MF x S' -- R by

Fgp,g 2 (/I,,02) = (g91041) + (9204s2), 91 E *V(4A)+, 92 E S(R d).

This family separates points in MF x S' and is closed under addition. By Lemma 4.8 the sequence
{f(X(n),W(n))} is tight for all f E F. Jakubowski's conditions are satisfied and the proof is
complete.

Theorem 1.3 and Lemmas 4.11, 4.1 now imply

Corollary 4.12 Each limit point of {(X(n), W(n))} is a solution of the DMX.SO, oo) martingale
problem for (Al, v).

4.4 Continuity of the limit process

Throughout this subsection we shall denote by W one of the limit points of the sequence {W(n)},
and all results axe obtained for each limit point of {W(')}. For simplicity of notation we shall
denote (g,W(t)) and (g,X(t)) by Wt (g) and Xt (g) respectively, while the increasing process of
each martingale Mt will be (M)t.

We shall treat only the continuity of the process Wt, since the continuity of X follows from the
fact that X is super Brownian motion. Using this result we shall prove the last part of Theorem 3.3,
viz. that (9 2 ,Y('4(t) - Y(n)(0)exp {- ( )t}) converges in probability to zero for each 92 E S(Rd).

Lemma 4.13 For each 92 E S(Rd), Wt (g2) is a square integrable martingale with increasing
process

(4.31) (W (92)) t = 0a 22 X. (92) ds.
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Proof The uniform boundedness in n of E[(W1(R)(9 2 ))2] (obtained during the proof of the compact
containment condition) immediately gives the existence of second moments of Wt (g2). We now use
the same "trick" as in Lemma 4.5.

(4.32) MM1t(t) =- exp(-.cXtI)sin(cWt(g 2))

- t C2 exp (-c IX.I) (sin (W.. (92))2 ix.,

22 ,x. (9 2)
- cos (#W, (g2))al 2X, (92) - sin (eW. (g2))- 2 ,2

- Eexp {-e IX I} sin (cW, (92 ))77l 1X51 ds

is a martingale. Since

(4.33) liMO = Wt (g2 ) a.s.,

the dominated convergence theorem gives that Wt (g2) is a martingale. Now note that

(4.34) M(2)(t) = exp{- IXdt)sin(EW,(g2)2}

- 2c cos (E.(22 8 (g2) a12X. (92) +CO (IW. ()2 )a2X. 2g

- •rW. (92)2s ('W. ()12)a 2 2 X. (2e)

- sin (CW. (g)2) 1711 ix.1) ds

is a martingale. Under the same arguments as in (4.33)

2 (g2 M( 2)(t)
(4.35) Wt (92) - a 22X. 2) ds = liraM a.s.

is a martingale and so (W (g2)), = ft a22X. (g9) ds.

Lemma 4.14 Assume that Wo E S'. Then, for each 92 E S(Rd), Wt (g2) is a continuous martin-

gale.

Proof Define

(4.36) Wff (g2) a Wt (g2) - K, for all K E R.
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Once again we use the same "trick".

M(')(t) E exp{-It - WK )2 -WPg)
2))

-
t ex {Exi-(V'(9)2 _ 'd (92 )2)} (c2a4' lxi +2 '(92 )2 a12X. (92)

+ (2W.K (2)2 a-i) ,2  . (g2) - •,h tx.1) de

is a martingale. Under the same &xguments as in (4.33) we obtain that

M(3)(t) = eXp{I- (W (92 )2- W (g2 )2)}

- 0 x { i " ( ~ 2 - W ~ g ) ) (2 fP K'(9 2 ) ) a22X . (g 22) ds

= 1imM'(3)(t), a.s.

is a martingale. By Corollary 2.3.3 from [5] we have that the process

M 4 t)= eXp { (f K (g) 2  - tI 9)2) - / ( 1 , (g )2 -_ ) a2 X (g2) d }

= x -(FVf' (9~2 - WOK (92)2) + j'a 2 F2 x 8 (92 ) ds-Jt22X. ) x g~ s

is, at least, local martingale. By setting 92 = m 2g2 in the above, we see that, for every m E R,

(4.37) exp {In [ (f~K (92) -V WJf9)2 a22X. (92)ds

M4 t )2K x 2

7- . 4a22W!K (92)2x (92) ds}

is a local martingale. By Lemma 4.13

WtK (g2)2 _ FWK (g2)2- j'a2 2 x. (g•) d(

is a martingale. The continuity of this martingale derives from the result given in the following

lemma [13]:

Lemma 4.15 Let X be a local martingale such that Xo = 0 and A be a continuous increasing
process such that A0 = 0. If exp {kXt - (k2 /2)At} is a local martingale for every k E R+ , then X
is continuous and At = (X),.

Thus, by (4.37), we have that WfK (g2)2 - W(K (g2)2 is a continuous submartingale. This is true
for every K E R and, thus,

t (9,)2 _wt,(g) = (Wt (g2)- K)2 - W, (g2)2

= K2 - 2KWt (g2)

is a continuous process for each K, which implies that Wt (92) is continuous. U

Lemma 4.14 and Theorem 1 [9] immediately yield
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Corollary 4.16 Wt is a continuous process taking values in S'.

Corollary 4.17 For T > 0, sup_<T I(2,Y(R)(t)) - (92,y(')(0)) eXP f-ý)t)l converges to zero in
probability for each g2 E S(Rd).

Proof The proof is completely analogous to that of Theorem 9.2.1(b) [5], using the fact that, for
each 92 E S(R'), Wt (g2) is a continuous process.

4.5 Uniqueness
In this subsection we shall prove that the martingale problem for A, introduced in Section 3 as:

(4.38) A = { exp{-(g 1,qi) +i(g92,P2)},
eXP (-(1, PI) + i (92,J112)} ) ( - g 2jjgj + alg 2- 2ia129192 -- a22g2) /1

gi E V(!A)+, 922E S(R d),

has a unique solution.
Throughout this article we worked with real-valued functions. Now for simplicity, we switch to

complex-valued functions. We obtained in Corollary 4.12 that all the limit points of {(X("), W(-))}
are solutions of the martingale problem for (A,, v). By the obvious fact that

{ exp {- (gi,,p1 )} sin ((g 2,002))Uexp (-(g 1 ,,p)}cos((g2 ,142)): g, E D(A)+ ,g 2 E S} C D(A1 ),

we obtain that all the limit points are a-so solutions for (A, v). Thus, in order to prove weak
convergence, it is sufficient to prove uniqueness for (A, v). Let (X, W) be any limit point of
{(X(-), W(-))}. For simplicity, in the next two lemmas we shall use the notation introduced in
Section 4.4; that is (g, W(t)) and (g,X(t)) will be denoted by Wt (g) and Xt (g), respectively.

Lemma 4.18 For each g9 E D(½A)+, g2 E S(Rd), the bracket process of Xt (g') and Wt (g2) is

(4.39) (X(9 1 ),W(g 2)), = X. (a12g9g 2) ds.

Proof By It6's formula

exp (-Xt (ga) + iW, (92)) =

exp{I-XO (g1)+ iWO (92)) + j0eXP{f-X. (91) + iW. (92))X. (-17121 - jAgi) ds

Jt
+ ex p{-X.(g) + iW.(g 2))d((-X(gi) + iW(g2)).) + MA,

where Mt is, at least, a local martingale. Recall that

exp f-Xt (21) + iw2 (92))

exp {-X. (g2) + iWM (52 ))X. (-21?ig - Ag, + aj1(g1 )2 
- 2ial2gg 2 - a22(92)2) de
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is a martingale and

(x(X)), = X.(a,,g2) ds, Vg E -D(!),

(W (g)), = j0 x. (a22g2) da, Vg E S(Rd).

Combining the above result with the fact that

(-X (ga) + iW(9 2))t = (X (91))t - (W(92)) - 2i (X (91),W(9 2 )),

we are done.

Let C0 (Rd) be the set of continuous functions tending to zero at infinity. Introduce the additional
notation

(4.40) C1 (Rd) 19{: g=gi+ig:gi 9ECi (R d) 92 ECo(Rd)}

(4.41) C'(Rd) 9: 9 E C'(Rd), 9, E -(A)+, 92 E -D (IA) n co (R d)}

and the operator

(4.42) 1- {exp{-(gl,pl)+ i(92,p2)},

exp {- (g1,01) + i (92,P2)} ( -,&gi - 2i17gj + aIig2 - 2iaI22g1 2 - a2292) APi)

g1 E C1 (Rd ), g92 E S(Rd)}

Then we have

Lemma 4.19 (X, W) is a solution of the martingale problem for (A, v) if, and only if, it is a
solution of the martingale problem for (A, v).

Proof Since A C A, if (X, W) is a solution for (A, v), then it is also a solution for (A, v). Let
(X, W) be a solution for (A, Y). For each 9' E C(Rd)+, 92 E S(Rd), we obtain, by It6's formula,
that

eXp {-X, (91) + iWt (92)}

= exp{-Xo(g1)+ iWo(9 2)} + {-exp{ X.(gi) + sW.(g 2)}X. (-Fhg, - !Ag,) ds

+ •oj exp{-X.(g9) +iW,( 9 2 )}d((-X(gl) + iW(9 2 ))8 ) + Mt,

= exp{-Xo(g,)+iWo(g 2 )} + ex p{-X,(gi)+iW.(g2)}

x X. (-2qigi - Ag, + auj(g0)2 - 2 ia12gtg2 - a22(g2)2) ds + Mt,
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where the second equality follows by previous lemma, and Mg is, at least, a local martingale. But

all the terms in the right and left hand sides are bounded, so that Mg is a martingale. I

In the proof of uniqueness the following lemma will play a crucial role:

Lemma 4.20 The nonlinear evolution equation{4(3 = -fal U(t)2 + U(t)% + JAU(t) + ia 12 U(t)g 2 + ja22 (92)2

(4.43) O

U(O) = 91,

where 91 E CýRd)+, g2 E S(R'), has a unique strong solution on R+, such that U(t), 9U (t) 10t,
and 1AU(t) are continuous functions from R+ to C(R"), and U(t) E CIRd)+ for each t E R+ .

Proof Appendix.

Lemma 4.21 If (X(t), W(t)) is a solution of the martingale problem for (A, v) in DMrxsu[O, oo),
then, for each gi E CIRd)+, T > 0,

(4.44) exp {- (U(T - t), X(t)) + i (92, W(t)O}

is a martingale for 0 <_ t < T , where U(t) is given by the unique solution of (4.43) with
U(o) = g, E CjRI)+.

Proof Define

(4.45) F(gl,g2 ) = r'lgl - lall (gl)2 + ialvglg 2 + a22 (93)2.

Let 9(t) = (X(t),W(t)) be a solution of the martingale problem for (A, v), V E P(MF x S').
Define

(4.46) u(sX(t)) = exp{-(U(T- s),X(t))+i(g2, W(t))}, VO<s<t<T.

For each (61i,p2) E MF x S' we have

(4.47) Ou (S, (Pl, A2)) = exp{- (U(T -),,z) + i(9 2 ,A 2 )} (A)as -- ep-UT!,l+~2p) l=T_ - l

Hence

[E [2exp {- (U(T - s),X(t2 )) + i(g 2 ,W(t 2))} ( ESLT-11 . 'X(t 2 )) dsj .t,]

E [/2 V (3, -kt))dj-F,,1
Fix 0 : t1 :_ T. Since 91 E CkRd)+, we have U(T-t 1 ) E C(Rd)+, for every 0 _ tl <_ T. Therefore,

by the definition of the martingale problem for (A, v), we have that

exp {- (U(T - tl)9 1 , X(t)) + i (g2 , W(t)))

- fjexp {- (U(T- t1 ),X(s)) + i(g2 ,W(s))) x (-F(U(T- ti),g2 ) - IAU(T - ti),X(s)) ds
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is a martingale for 0 < t < T. Define the function wc by the following:

(4.48) E [u (t1,j(,)) - u (,,.Xt,))17, I

= E[exp{- (U(T - t),X(t2 )) + i(g 2 ,W(t 2 ))}

- exp{- (U(T - ti), X(t1 )) + i (g 2 , W(ti))}Y Xt. I

= E exp {-(U(T - ti), X(s)) + i(g2,W())

(-F(U(T -t01 , 9 2 ) -IA( - ti), X(s)) dsI)rt,I1

-E[ w (ti, s,(s) ds.rt, IIVO :5tI< t2<:5T <oo

It is easy to check that all conditions of the Theorem 4.3.4 (5] are satisfied and hence

(4.49) u (t,,•k)) - fo {V (s,•k(s)) + W (8,, j(s))} ds

is an •t -martingale. Finally, substituting the definitions of u, v, w we obtain the desired result. g

Theorem 4.22 The martingale problem for (A, v) has a unique solution.

Proof Let (X(t), W(t)) be any solution of the martingale problem for (A, L,), V E P (MF x S').
Take g2 E S(Rd) and gi E D(IA)+. (Recall this means that g, = g'1 + ig12 E C(Rd)+ , 912 = 0.)

Then by the previous lemma, setting T = t, we obtain

Elexp {- (91 ,X(t)) + i((g2 ,W(t))}] = E[exp {- (U(t),X(O)) + i (g2 ,W(O)))], VO <_ t < 00,

where U(t) is the unique solution of (4.43) with U(0) = gi. Thus, by Corollary 1.9, we obtain
that that any two solutions of the martingale problem for (A, v) have the same one-dimensional
distributions. By Theorem 1.4 the desired result follows. 0

Remark 4.23 The proof of Theorem 3.3 is now finished, since, by Corollary 4.12 and Theo-
rem 4.22, all the conditions of Theorem 1.3 hold.

Appendix: The solution of a particular non-linear evo-
lution equation

Lemma A.1 The nonlinear evolution equation

UQ(t) = -. atiU(t)2 + U(t) + AU~t)+ iat 2 U(t)g2 + 1a22 (g2)2

U(O) = 31,

where gi E C¶R')+, 92 E S(RI), has a unique strong solution on R+ , such that U(t), 8U (t) /at, 4AU(t)
are mntinuous functions from R+ to C1(Rd), and U(t) E CkR')+ .for each t E R+.
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Recall that CqRi)+ is defined by (4.41).

Lemma A.2 For each g1 E C'Rj)+ there ezists a unique strong solution of (w) on [0, tSO)
where t, < oo. Moreover, if t., < oo, then lim 11U(t)0J = cc.

tti"Um

Proof The proof was outlined by Perkins [12] for the case of real-valued functions. In our case
the proof is completely the same (c.f. Theorems (3.13 - 3.15) from [12)). The more complicated
part of existence of a solution without explosion will be given here. That is, we shall show that
t
mnsc = 0.

Before starting our proofs we introduce several lemmas from [12].

Lemma A.3 Let X` be the super-Brownian motion given by the unique solution of martingale
problem for (A, 6,), m E MF, where

A = {exp{I - (g, i)), exp{ (g, p)} (-ag + . ~(Og), - I'Agu) : g E b(!,) , a,oa E R}.

Then for each 0 : [0, cc) x ---+ R, such that O(s), 90 (s)/Os, ½A4(s) are strongly continuous
functions from [0; T] to CI(Rd) we have

(A.1) xr (O(t)) = m(0(o)) + fx'i ( I() a + A4(s) + ak(s) ds + Zt (t)

where Zt (0) is the martingale with increasing process

S= 0t a2x -n (0(82) ds.

Lemma A.4 The unique strong solution of the nonlinear evolution equationIOV (t) =_ V~)
N( -to V() 2 +aV(t) + ½AV(t)

V(O) = g EDt(• A)+

aisfies V(t) E C,(Rd)+ for each t _> 0.

Let

(A.2) U(t) = (11(t) + iU2(t)

be the unique strong solution of (w) on [0, , where U1 and U2 are, respectively, the real and
imaginary parts of the solution. We can see from (w) that that U1 and U2 satisfy

OUl (t) = -auUI(t) 2 + Ul(t)qi + 1AU1(,)

(A.3) + Ija1u 2(t)2 - al 2U2(t)g2 + 1022 (g2) 2

UI(o) = Ili

f U2 ()(A.4) = -auUi(t)U2(t) + U2(t)ih + 1AU2(t) + ai 2 UI(t)g2

U2(0) = o1.
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Let us define for each h, f E ?(R4)

(A.5) F(h,f) = Iaith2 - 41 2hf+ 1a2d2.

It is easy to check that

(A.6) F(h,f)(z) > 0, Vz E RJ.

Lemma A.S Under the definition. (A.3), (A.4) U1(t) E C(Rld)+, for all t < t,,,.

Proof We shall prove the result by contradiction. Assume that there exists a t < t,,~, such that

mnfzERd U(t, z) C 0. Define

(A.7) t" =_ inf It < t""~ : e.inf U(tl--) <_ 0.

The solution U(-) of (ir) is continuous on [0, t,..,), and g9 E CI(Rd)+. Thus t" > 0, and, for each

8 < to,

(A.8) Ut(s) E ci (Ad).

Define 10(s) = Ul(t" - a). Obviously we have

00 (s) LRUJ (U)]O0(a = _ , ,.=,._ , 8 _< t'.
Vs < to

Now let X1 be the super-Brownian motion which is the unique solution of the martingale problem
for (A,6,.), m E MF, where

A= {exp{-(9ju)4},exp{-(gjj,,41&)i a, I (_91 1)2 
- 1&gl 1,) Ag~ +

By Lemma A.3, and equations (A.3), (A.5) we obtain, for al t < t',

X (UWi(t -

= m(o(X. - + jAuit - 8) + ,U(" - )d8 + z. (O)

= m(Ut)) + J (a1 1 U1(1)2) ds - (F(U 2 (T - s),(g2)) do + Z ,

where Zt (P) is the martingale on [0,t*] with increasing process

W = J (Ua - _)2) do.

Rearanging, we obtain

-Xi" (i(to - t)) - jxT' (F(U 2Q( - 8),92)) do = -m(Ui(t*)) - Zt (0) - j (Z (0%)),
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and

(A.9) exp I-Xi" (U (- t)) - J0 X' (F(U 2(t" - 8),g9)) ds}

- exp {- m(U1(t))) exp {-Z, (12) - 2 (Z (€')),}

Note that exp {-Zt (v) - • (Z (0))j) is, at least, a local martingale on [0, tJ], but that the left hand
side of expression (A.9) is, by (A.6), (A.8), bounded and so is, in fact, a martingale. Setting t = t"
we obtain

(A.10) E [exp {-Xt. (gnl) - 0X' (F(U2(t - s),g2)) ds}] = exp {-m(Ux(t*))}.

On the other hand, by (A.6),

(A. 11) E [exp I t (g, ) - I'*X' (F(U2(t* - a), g2)) ds} :5 £[exp {-X? .(gi) ds}].

Define V(Q) to be the unique strong solution of{ v(t) - _½alV(t)2 + qiV(t) + ½AV(t)
at

V(0) =
By Lemma A.4 we have that V(t) E CI(Rd)+ for each t > 0. By standard arguments from the

theory of superprocess we find

(A.12) Efexp {-Xt (gii))l = exp {-m(V(t*))}.

Combining (A.10), (A.11), (A.12) we obtain that

exp {-m(Ul(t*))} < exp {-m(V(t*))).

The above expression holds for all m E MF. Therefore, setting m = 6, we obtain

exp {-Ul(t*,z)} < exp {-V(t',z)), Vz E Rd

and hence

inf Ui(t*,z) ! inf V(t*,z).

But infeRd V(t*,z) > 0, so that inflfE U1(to,z) > 0, which is a contradiction.

Lemma A.S There exist constants C1 , C2 2! 0 such that

(A.13) IIU2(t)l <-C1 exp {C2 t), Vt < tm,,

and hence, if t... < oo, then

(A.14) lmsup IJU2(t)I -< ¢, exp {=t..).

34



Proof Consider two cases

(1) , 1 > 0

Define

(A.15) F12(t) = U2(t)exp {-aht}, t < tMn=

By (A.4) we obtain

8 (-all U(t)U2(t) + U2(t)a + IAU 2(t) + al2U1(t)0 2)exp {-f 1 t}
at

- al U2 (t)exp {-171t}

= -allU(t)U2 (t) + ½AU2(t) + a12U1(t)g 2 Wp {-a 1 t}

= U,(t) (-a,,1,() + a,2gexp j-Yt)+ IAU2 (t), t < t.:..

Define

Ci = 2max (1191211, 11a229

Assume that there exists to < t maz, such thatsup'o I1e2(t)11 > Cl.

Choose t" such that

(A..16) SUP2(,-II = 12 IIOQ)II

By choice of C1 , we have that t" > 0. For all t < t n.., 112(t) E S(Rd), so that there exists a

z° E Rd, for which

fI,(*,-,-)1 = F 2(,-)II-

Assume, without loss of generality, that z* is the point of maximum of J2(t*) (in the case of a

minimum the proof is analogous). By the previous lemma, Ui(t) E C,(Rd)+, for all t < tm... By
the choice of C, we obtain that

UI(t',zO) (-alu2(t*,z*) + al 2g2 exp {-qit}) < 0.

Since z" is the point of maximum of 0 2 (t0), the positive maximum principle ([5], p.165) implies

that

JAV2(r,) <0.

Hence

ON <0.
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Recall that t" > 0, so that there exists a I < t' for which U2(i,z-) > U2(t-, r). But this contra-
dicts (A.16). Hence we obtain that

sup IIU2(t)• CI,
t<tmax

and by the definition of U2 we have

(A. 17) IIU2(t)ll :- C, exp f qtt}, t < tin.. ,

which was what we wanted to prove.

(2) q _< 0

The proof is the same, the only difference being that we need not introduce U2, as in the previous
case. a

Proof of Lemma A.1 Assume by contradiction that t,., < 00. It is well-known [111 that if
U(t) is a strong solution of (w) on [0, t,,.) then it is also a mild solution of the following integral
equation :

U(t) = S(t)gl + s@ - S) !alU(s)2 + U(8)i7 + ianU(S)g2 + la 22 (92)2) da,

where S(t) is the semigroup generated by !A. By (A.2), (A.3) we obtain

(A.18) UI(t) = S(t)gli + S(t - 8) (_ all Ti(s)2 + UI(s)qi +F(U2(s),g2) ds

Recall that, by Lemma A.5, we have U1(t) E C¶Rd)+ for all t < t,.... Thus

~t
0< (1i~t) S~t~gu + S(t - s) (-I!allU, (S)2 + U, (s)q1 )7 s 1 0(1-FU()g)s

do +o $(t -s)F (U2(S), 92) ds
o v(t) = S(t)+• + -0

foSt t'
< S(t)g11 + j0 - s)((Ui(,)h) ds + jS(t - s)F(U2(s),g 2 ) ds

-< lIII1 + II 1U1(s)lI ds + tsup lF(U2(s),g2)lj
10 _<t

Finally, defining C = t. 1 sup,<,•... IIF(U 2(s),g2)II, (C < oo by Lemma A.6) and K - llgl + C
we obtain

(A.19) lIVQ(t)II _< K + I'l IIUI(a)l da, Vt < t..,

and by Gronwall's inequality we have that

flI,(t)hI :_ Kexp{fiIqt}, Vt <tm..

This implies that

(A.20) limsupllUI(t)fl <_ Kexp{Iqlrt,,.) <oo.

tTifi&a
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Combining the above result with Lemma A.6 we obtain

(A.21) Mlir IlU(t)II < limsupI1UI(t)ll + limsuplIU2(t)1I < 00,
tm tTta tTtmau

which contradicts Lemma A.2. Hence to, = oo, which finishes the proof of the lemma.

Acknowledgement. We are grateful to Roger Tribe for numerous helpful conversations during
the preparation of this work.

References
[1] K. Athreya and P. Ney. Branching Processes. Springer-Verlag, Berlin, 1977.

12] P. Billingsley. Convergence of Probability Measures. John Wiley and Sons, New York, 1968.

13] P. Billingsley. Probability and Measure. John Wiley and Sons, New York, 1979.

[4] D. Dawson. Measure-valued Processes. Ecole d'iti de Probabilitis de Saint Flour XXI, Springer
Lecture Notes in Mathematics, 1541, 1-260, 1991.

[5] S. N. Ethier and T. G. Kurtz. Markov Process: Characterization and Convergence. John Wiley
and Sons, New York, 1986.

16] T. Hida. Brownian Motion. Springer-Verlag, New York, 1980.

17] A. Jakubowski. On the Skorohod Topology. Ann. Inst. H. Poincare, B22, 263-285, 1986.

181 T. Kurtz. Diffusion approximation for branching processes. Advances in Probability and Related
Topics, 5, 269-292, 1978.

[9] I. Mitoma. On the sample continuity of S'-processes. J.Math.Soc.Japan, 35, 629-636, 1983.

110] I. Mitoma. Tightness of probabilities on C([O, 1]; S') and D([0, 1]; S'). The Annals of Proba-
bility, 11, 989-999, 1983.

111] A. Pazy. Semigroups of Linear Operators and Applications to Partial Differential Equations.
Springer-Verlag, New York, 1983.

112] E. Perkins. Lecture notes on superprocesses. Handwritten manuscript, 1990.

[13] S. Roelly-Coppoletta. A criterion of convergence of measure-valued processes: Application to
measure branching processes. Stochastics, 17, 43-65, 1989.

114] S. Watanabe. A limit theorem of branching processes and continuous state branching processes.
J. Math. Kyoto Univ., 8, 141-167, 1968.

37


